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Universal nonlinear conductivity close to an itinerant-electron quantum critical point

P. M. Hogan and A. G. Green
School of Physics and Astronomy, University of St. Andrews, North Haugh, St. Andrews KY16 9SS, United Kingdom
(Received 18 May 2008; revised manuscript received 20 August 2008; published 7 November 2008)

We study the conductivity in itinerant-electron systems near to a magnetic quantum critical point. We show
that, for a class of geometries, the universal power-law dependence of resistivity upon temperature may be
reflected in a universal nonlinear conductivity; when a strong electric field is applied, the resulting current has
a universal power-law dependence upon the applied electric field. For a system with thermal-equilibrium
current proportional to 7% and dynamical exponent z, we find a nonlinear resistivity proportional to

E(Z—l)/[z(l+a)—l]'
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The notion of quantum criticality provides one of the few
unifying theoretical principles of strongly correlated
electrons.!=® It describes a range of phenomena in systems
that are near to continuous zero-temperature phase transi-
tions: phase transitions that are driven by quantum rather
than thermal fluctuations. In thermal equilibrium, quantum
critical systems show characteristic spatial and temporal
scaling in their response to external probes. For example, the
conductivity of an itinerant-electron system near to a mag-
netic quantum phase transition has a power-law dependence
upon temperature.*~%

The behavior of quantum critical systems out of thermal
equilibrium has begun to attract growing attention over the
past few years. Near to a quantum phase transition all of the
intrinsic energy scales of a system, other than the Fermi en-
ergy, renormalize to zero. In thermal equilibrium, the only
remaining energy scale is the temperature itself. Because of
this, quantum critical systems are particularly susceptible to
being driven out of equilibrium by external probes. In certain
situations the universal temporal scaling near to the quantum
critical point may reveal itself in universal features of the
steady-state adopted out of equilibrium: the out-of-
equilibrium state being largely determined by a system’s dy-
namics.

Several recent works have addressed the question of
whether universality persists when a quantum critical system
is driven out of thermal equilibrium by the application of a
strong electric field. In particular, Dalidovich and Phillips, 7
and Green et al®® considered two-dimensional
superconductor-insulator transitions,'®!! the former in the
case where the quantum dynamics and phase transition were
controlled by coupling to a Caldeira-Leggett bath and the
latter in the case of intrinsic superconducting dynamics.
These systems can indeed display universality out of
equilibrium!? in both their current response’® and their cur-
rent noise statistics.” The triumph of Dalidovich and
Phillips,” and Green and Sondhi® was to provide field-
theoretical derivations of the scaling predicted by naive di-
mensional analysis. Numerical studies of related one-
dimensional systems produced similar results.'3

While these works provide interesting proofs of
principle—and indeed, may yet be compared with
experiment—most quantum critical systems that are studied
experimentally are of a rather different type. The critical
modes at the superconductor-insulator transition are charged
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and couple directly to the electric field. A more typical situ-
ation has critical modes without a charge—often magnetic—
which affect transport by scattering from electrons. Here we
address the question of whether universal nonlinear response
in transport occurs in this more general setting.

We find that given certain conditions on size and geom-
etry, quantum critical itinerant magnets show a universal
nonlinear current response. For a long narrow sample, with
an electric field applied along its length, we predict a univer-
sal nonlinear scaling of current with field given by

joc EGD/(+a)-1] (1)

where the thermal-equilibrium resistivity is proportional to
T* and z is the dynamical exponent. In the case of the
Moriya-Hertz-Millis model*~® of the critical ferromagnet, a
=(d+z-1)/z. Provided that certain constraints upon the di-
mension of the system are satisfied, this result does not de-
pend further upon the system dimensions. In the following,
we will take some time to discuss this matter and compare
our results to those of related works.

We hope that these results will provide an alternative ex-
perimental window upon quantum criticality. Despite its suc-
cesses, the theory of itinerant-electron quantum criticality
has some puzzling problems; although power-law dependen-
cies upon temperature are seen experimentally, there is often
a discrepancy between the observed and predicted powers in
transport. Nonlinear response may help to resolve this issue
by providing two consistency checks: whether the equilib-
rium exponents are consistent with the out-of-equilibrium
exponents through Eq. (1) and whether the out-of-
equilibrium exponent is consistent with the Moriya-Hertz-
Millis theory.*=¢

Our paper is outlined as follows. We begin in Sec. I with
a general description of our scheme, paying particular atten-
tion to matters of geometry and heat flows within the system.
This will enable a heuristic derivation of our main results
and a detailed comparison with the complementary work of
Mitra et al.'* In Sec. II, we will begin with a survey of the
Boltzmann treatment of the linear response of the itinerant-
electron quantum critical system in thermal equilibrium. This
will allow us to introduce some notation and familiarize the
reader with its application in this context. We follow this in
Sec. III by applying the Boltzmann transport formalism to
the out-of-equilibrium system. This section contains a formal
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derivation of our main results. Finally, in Sec. IV, we turn to
a discussion of the limitations of our analysis and of the
prospects for seeing the effects that we predict in experiment.

I. GENERAL SCHEME

Geometry. We consider a long narrow quantum critical
itinerant-electron system with an electric field applied along
its length. The system is longer than its transport length so
that an electron traversing the sample scatters from paramag-
nons many times. The system must also be wide enough that
it displays bulk behavior, but narrow enough that heat gen-
erated within the sample can be transported to the boundary.

Critical fields. Starting from some low base temperature,
Ty, and gradually increasing the electric field one may antici-
pate two fields at which the response may become nonlinear.

(i) When the energy gained by an electron from the elec-
tric field between scattering events exceeds the temperature,

E;~ E,
Ly
where [/, is the transport scattering length.

(ii) When the Joule heating rate exceeds the rate at which
heat may be transported from the sample by a transverse heat
flow,

2 2 Ty ——
E20'~ KTo/W = E2 ~ W\"’lﬂ’l/llr’

where o and « are the electrical and thermal conductivities.
The latter result has been obtained using «/oTy=1y/l;,. Iy, 1S
the thermal scattering length and W is the sample width.

In this work, we will be primarily concerned with the
former case. In order for a system to be in this regime, we
require that E|<<E,, so that we hit the field E, first when
increasi_ng the electric field from zero; i.e., we require that
W<\l In addition, for the system to exhibit bulk behav-
ior requires that it be wider than its correlation length, W
> [;,. Combining these two conditions upon the sample width
yields

Iy < W<\l 2)

Due to additional angular factors, the transport length is sub-
stantially greater than the thermal scattering length, /> [,
so that there is a large window of sample widths over which
the type of nonlinear response that we envisage can occur. In
the high-temperature limit (with T<<ep nevertheless) in
which experimental investigations of itinerant-electron quan-
tum criticality are usually carried out, I, ~ I,/ 6*, where 6
~qlkr~(T/ €)' is the angle of scattering.

This regime is somewhat delicately balanced between the
macroscopic and microscopic. In a truly macroscopic sample
where W— <0, nonlinearity always occurs due to the failure
to conduct away excess Joule heat. In our case, the transverse
size of the system must be small enough that W<, /;,, but
the system inherits its behavior from macroscopic equilib-
rium properties since it is larger than the correlation length.'
If the above constraints are satisfied, the nonlinear transport
properties depend only upon bulk properties and are inde-
pendent of the dimensions of the system.
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Thermal coupling. Determining the nonlinear response re-
quires keeping careful track of the various heat flows. We
consider a simplified scheme of thermal couplings in our
sample.

(i) The electrons couple to a heat sink at the boundaries of
the sample and scatter from paramagnons. We do not con-
sider electron-electron scattering since this is higher order in
temperature or electric field than electron-paramagnon scat-
tering and so subleading at low temperatures and fields.

(ii) The paramagnons may scatter both from one another
and from the electrons. We do not consider coupling between
paramagnons and the heat sink. Our reason is that
paramagnon-phonon relaxation is higher order in tempera-
ture or field than paramagnon-electron scattering and there-
fore weaker at low temperatures and field.

Heuristic treatment. Given these descriptions of the ge-
ometry of our system and the various microscopic couplings,
we are now in a position to give a heuristic derivation of our
main results. Heat enters the system via Joule heating and
ultimately leaves through a transverse heat flow maintained
by a transverse variation in temperature. In the absence of
direct scattering between electrons, this energy must pass
through the paramagnon subsystem: Joule heating pumps en-
ergy into higher moments of the electron distribution. This is
ultimately carried away by a transverse heat flow maintained
by a gradient in the symmetrical part of the electron distri-
bution. Energy can only pass into the symmetrical part of the
distribution due to scattering via paramagnons. In leading
approximation, the paramagnon subsystem is raised to an
effective temperature T,.4(E) determined by a balance be-
tween the Joule heating rate and the rate at which the para-
magnon subsystem at T.{(E) loses energy to the electron
subsystem at T,~ 0. Equating these two rates of change in
energy leads to a self-consistency equation for 7.

In the high-temperature limit, the scattering time 7, the
transport scattering time 7, and the paramagnon energy de-
cay rate dé/dt are related as follows:

1 TZ/Z
Te T
dé& 1
dt T
Using these relations for a system whose thermal-
equilibrium resistivity scales as 7%, we find
Joule heating « 0E* o« E°T _},
Energy relaxation o Tgff‘” zta)
a€ = 3)
— =0E".
dt
By equating these two rates we deduce that T

o llzi+a)-11 gpq joc pe-D/+@)-1] Ty Secs. T and 1T we will
flesh out these ideas with particular reference to the Moriya-
Hertz-Millis model*~° of the critical ferromagnet.
Comparison with Mitra et al.'* A recent work of Mitra et
al.'* has considered the same system as studied here but in a
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different geometry. The results obtained in Ref. 14 are dif-
ferent from ours because of this geometry. In order to allay
any confusion, it is worth spending a moment to note the
main distinction between our two works. Mitra et al.'* con-
sidered an itinerant-electron system with essentially two-
dimensional geometry and an electric field applied in the
third short direction. In this case, an electron traversing the
sample from one lead to another does not scatter appreciably
from paramagnons—the electron distribution is determined
to leading order by the distributions in the leads and may be
written directly in terms of them using a Keldysh formalism.
Mitra et al.'* presented an appealing derivation of this
zeroth-order  distribution and  showed, using a
renormalization-group analysis, that an effective temperature
proportional to the applied voltage results. In our case, by
contrast, an electron traversing the sample between the two
leads scatters many times off paramagnons and the electron
distribution must be calculated self-consistently from the
start. !0

In the rest of this paper, we will spend some time fleshing
out the mathematical details of this general scheme. We be-
gin in Sec. II by reviewing the Boltzmann approach to
thermal-equilibrium transport in quantum critical metals.

II. BOLTZMANN APPROACH IN THERMAL
EQUILIBRIUM

We will use Boltzmann transport techniques to analyze
the out-of-equilibrium response of a quantum critical system
to an electric field. Although this approach is familiar in
other contexts, itinerant-electron quantum critical transport is
usually analyzed by other means. Therefore, in this section,
we will spend a little time summarizing quantum critical
transport in thermal equilibrium and how this may be de-
scribed using a Boltzmann equation approach. This exposi-
tion will also serve as a useful way of defining the notation
that we will use later in our analysis of the nonlinear re-
sponse.

Our first step will be to describe the thermal-equilibrium
paramagnon propagator. We follow this by writing down the
electron Boltzmann equation and construct its linear-
response solution. Finally, we quote a number of relaxation
rates that will be useful in our nonequilibrium analysis. The
details of the calculation of these within a Boltzmann frame-
work are somewhat similar to that of the relaxation rates due
to phonon scattering. We sketch these calculations in Appen-
dix A.

A. Paramagnon propagator

We work within the Moriya-Hertz-Millis approach*-® to
itinerant-electron quantum criticality. The bosonic magnetic
critical modes—the paramagnons—are treated separately
from the electrons (although they are, of course, made from
electrons so that care must be taken to avoid double counting
of degrees of freedom'”). The effects of scattering between
the paramagnons and electrons are treated self-consistently:
the paramagnon dynamics being determined by Landau
damping and the electronic transport being determined by
scattering from the paramagnon fluctuations.
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The first step in the Moriya-Hertz-Millis approach*~® to
itinerant-electron quantum criticality is to determine the criti-
cal properties of the paramagnons. These critical properties
are the combined result of the paramagnons’ self-interaction
and their overdamped dynamics due to Landau damping. The
simplest way to do this is through the self-consistent renor-
malization group.* Alternatively, one may use a more rigor-
ous application of the renormalization group>® in order to
obtain essentially the same results. In either case, the critical
paramagnon propagator takes on the following form in the
equilibrium quantum critical state:

-1
Df(q,w) = {iM+q2+r(T)} , 4)
L,
where I'; describes the Landau damping. I'; is proportional
to |g| in the ferromagnet and constant in an antiferromagnet
(or I'y=T"|g[** in general). The paramagnon gap r(T) takes
on characteristic power-law forms in temperature in the
quantum critical system,

r(T) o T(d+z—2)/z’ (5)

where d is the dimension and z is the dynamical exponent
(z=3 in the ferromagnet and 2 in the antiferromagnet).
Through most of our subsequent analysis, we shall concen-
trate upon the situation in three dimensions. This is readily
extended to other dimensions. The overdamping of paramag-
nons has important consequences. Unlike their phonon coun-
terparts, paramagnon excitations do not have a well-defined
energy for a particular wave vector. This does not have enor-
mous consequences for a Boltzmann analysis in thermal
equilibrium, but it does necessitate modification of the para-
magnon Boltzmann equation when we consider the out-of-
equilibrium situation.

A peculiarity of our analysis is that since we are interested
in electrical transport, we will describe the system mainly in
terms of the electronic degrees of freedom rather than the
critical paramagnons. The key length scales to which we
refer—such as the thermal and transport scattering lengths—
are length scales for the electron dynamics and not for the
critical paramagnons. The underlying critical paramagnons
have only one important length scale—the correlation length
r(T)~"2—as is usual in a critical system. The electronic
length scales are somewhat longer than this because of the
small energy/momentum transfer in electron-paramagnon
scattering events.

B. Boltzmann equation

The electronic Boltzmann equation for scattering from an
uncharged auxiliary mode may be written as

[0, + (eE/f) - dilfx

d
=_f ﬁ[y"‘lf"(l —fo) = Yal(1=f)].  (6)

The matrices 7, describe scattering from the auxiliary
modes—paramagnons in our case. Quite generally, for scat-
tering from auxiliary modes that have a thermal distribution,
the scattering matrices satisfy the detailed balance relation-
ship,
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Yig = Vak eXpl(& — €,)/T]. (7)

In the case of paramagnon scattering, the scattering matrices
take the form

e =184 [1+1(6,— €)p(p —q.6, - €,)
Ep)p(q -P> q Ep)}s (8)

where g,_, is the matrix element for electron-paramagnon
scattering and p(q, w) is the paramagnon spectral function. In
antiferromagnets, the matrix element g,_, has significant mo-
mentum dependence, with scattering hot spots corresponding
to resonance of the magnetic ordering wave vector with the
Fermi surface. For simplicity, we restrict our analysis to the
case of ferromagnets or long-wavelength helimagnets where
the momentum dependence of g,_, is weak and can be ne-
glected. The paramagnon spectral function is given by

+n(e, —

oll’,
(r+qg»)*+ (a)/Fq)2 - O

pla.) =~ ~TmD(g.0) =
It is determined by the paramagnon propagator given in Eq.
(4). Tt contains all of the information about how dynamics is
incorporated into the critical behavior through the relative
scaling of frequency and momentum: w~ qz~q2I‘q. In what
follows, it will prove very useful to work with the general
form of the Boltzmann equation [Eq. (6)] rather than the
form obtained after explicit substitution of ,,.

C. Linear response solution of the Boltzmann equation

The generic notation of Eq. (6) allows us to construct a
formal linear-response solution of the Boltzmann equation
both in thermal equilibrium and, ultimately, out of thermal
equilibrium. In order to orient ourselves for the latter more
involved calculation, let us first construct the conventional
linear-response  solution with this general notation.
Identifying®

M, =2

dq v, (10)
Vi 1 —fq f "1

and adopting an Einstein convention with implied integration
over the momentum ¢, but not k, we may write the Boltz-
mann equation in the form

[0, + (eE/h) - dlfic == vl 1 = Mo fy(1=1p).  (11)

Let us consider an initial thermal distribution of electrons
and auxiliary modes at the same temperature. The deviation
in the electron distribution from its initial thermal distribu-
tion, fg, in response to an electric field is given by a solution
of the linearized equation,

(eE/h) - i f + 0fi) = — w1 — M1, of . (12)

where an Einstein convention has again been adopted. There
are a couple of steps required in deriving this equation. First,
we have used the fact that the scattering integral is zero when
the electrons and paramagnons are in thermal distributions at
the same temperature. One must also allow for the depen-
dence of [1-M]y, upon f, in obtaining the first functional
derivative of the scattering integral.
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A formal solution to the linearized Boltzmann equation
[Eq. (12)] is readily obtained. Expanding to linear order in
the electrical field we find

1
Sfp=[1 —M];,j;E-an. (13)
q

This result may be integrated to obtain the current that flows
in response to the application of the electric field,

1
. -1 .
j= f(z = f(z o kL~ Wha?) B ufa:
(14)

where an explicit integral over k has been restored. In Sec.
III, we will turn to a consideration of the nonlinear response
of the electron-paramagnon system using a very similar Bolt-
zmann transport analysis. Before this, we identify a number
of different time scales of relevance to our problem and cal-
culate them in the case of paramagnon scattering.

D. Compendium of relaxation rates

The electronic scattering integral is given by the right-
hand side of Eq. (6) and (12),

(%)~

@ )2[7’qpfq = 1) = Yoalp(1 = 1,)]

- M]qpfp(l _fp) == 7q[1 - M]qp‘sfp9

(15)

== ')/q[l

where vy, and M, are given by Eq. (10). Integration over p
has been suppressed in the final two expressions, which are
drawn from Egs. (11) and (12), respectively.

We may identify several different time scales from this
scattering integral that will appear in our later study of the
nonequilibrium response,

! p_1-f,
—=’yq=

7 Qm? ri-f;

(16)

“_1 f _dp_
dt Qm)3 (2 )*( 7"

The first of these scattering rates is simply the inverse time
between collisions. The second is the transport scattering
rate. This has the usual additional geometrical factor arising
since large-angle scattering has more effect upon transport
than small-angle scattering.'® The ratio v,/ 7, is convention-
ally set to 1 since we are interested in the scattering of fer-
mions near to the Fermi surface. The final expression is the
rate of flow of energy from the auxiliary-mode subsystem at
a temperature 7' (at which v, is evaluated) to the electron
subsystem at temperature T, (indicated by the superscript 0
on the electron distribution functions).
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In the high-temperature limit, these relaxation rates have
the following temperature dependence within the Moriya-
Hertz-Millis theory*~% in d dimensions:

/7o T(d+z—3)/z
17, > T(d+z—1)/z’

d€/dt o T3z, (17)

Details of how to get these results from Egs. (16) are given
in Appendix A. After these preliminaries, we are now in a
position to adapt our Boltzmann equation to describe the
out-of-equilibrium behavior of our system.

III. NONEQUILIBRIUM RESPONSE

In this section we will turn the machinery of Boltzmann
transport to the question of nonequilibrium behavior in the
itinerant critical ferromagnet. As discussed earlier, for a sys-
tem to have an out-of-equilibrium steady state under the ap-
plication of an electric field, it must be coupled to a heat sink
that can dissipate the excess energy generated by Joule heat-
ing. We must pay careful attention to the various thermal
couplings. The nature of these bears repetition at this junc-
ture.

As described in Sec. I, we consider a long narrow sample
in which the excess Joule heat is carried away by a trans-
verse heat current to a heat sink at the edge. Heat entering
the electron subsystem via Joule heating passes to the para-
magnon subsystem and then back to the electron subsystem
via mutual scattering and leaves the electron subsystem via
coupling to a heat sink at the boundary. The paramagnons
themselves interact both with the electrons and with one an-
other. Electron-electron scattering is neglected in our
analysis—it is higher order in temperature and hence field—
as is coupling of paramagnons directly to the heat sink.

Our analysis is divided into three parts. We begin by writ-
ing down the Boltzmann equations for the -electron-
paramagnon system. These equations embody the various
thermal couplings and interactions in our system. The only
subtlety enters through the form of the paramagnons’ Boltz-
mann equation: the overdamped nature of the paramagnon
excitations leads to a slightly more complicated equation
than the comparable case of phonon scattering. In fact, the
details of the paramagnon Boltzmann equation will not have
a huge effect upon our main result. Next, we will present
formal solutions for the electron and paramagnon distribu-
tion functions. Our main results follow from consideration of
these solutions in the limit where paramagnon-paramagnon
scattering leads to a thermal distribution of paramagnons
with temperature determined by the electric field. We will
end with an argument why correction to this thermal distri-
bution of paramagnons does not change the scaling of our
results.

A. Boltzmann equation

The electron Boltzmann equation is given by a minimal
modification of the thermal-equilibrium Boltzmann equation

(6),
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[0']t+ (eE/ﬁ) . ﬂk + Uy - V]fk

=1;"[f,n] + scattering to heat sink

d
=_J (27(71-)3[7/k'lfk(1 —fo) = Yaufq(1 = fi) ] + heat sink,
(18)

where I7"[f,n] indicates the scattering integral for electrons
of momentum k scattering from paramagnons. The gradient
term vg-V has been added to allow for the possibility of
transverse heat flow. The electron-paramagnon scattering
matrices now take a slightly modified form compared to that
in thermal equilibrium (8). Since the paramagnons are over-
damped and as a result do not have a definite relationship
between their energy and momentum, the paramagnon distri-
bution is a function of both energy and momentum. Taking
this into account, the scattering matrices take the form

Vo= 8q5l {1+ 1p-g(&— €)]p(P ~ 4.6, )
+n, (€, €,)p(q—p.€,— €,)}. (19)

The linearized expansion about the zero-field base-
temperature distribution fg takes the form

d.
(eE/h) - il fy + 5fk]:_f ﬁ[’)’kqfk(l ~f)

- qufq(l _fk)] - Yk[l - M]kq5fq
+ heat sink, (20)

where 7, and My, take a slightly modified form out of equi-
librium given by

'}’k:f %[m(l — 1)+ Yol )

VMg = qufg + Va1 -). (21)

These reduce to our previous expressions for 7y, and My, in
thermal equilibrium (10). The simplified forms given by Egq.
(10) can be obtained by making use of the detailed balance
condition, which is not satisfied out of equilibrium. A couple
of points are worth making about Eq. (20). First, there is a
zeroth-order term on the right-hand side. This term is not
present in thermal equilibrium (it is zero upon applying the
detailed balance condition). This term has a different sym-
metry in momentum space than the first-order term in Jf and
we will use this in our analysis shortly.

The added complication due to the paramagnons being
overdamped is compounded when we come to write down
the paramagnon Boltzmann equation in a moment. Luckily,
this does not affect the bulk of our calculation. We will use
the formal notation I;"[f,n] through as much of our analysis
as possible in order to keep algebra to a minimum. When we
eventually substitute the particular form of the scattering in-
tegrals near to the end of the calculation, we will find that
most of the integration of these scattering integrals carries
over directly from the thermal-equilibrium calculation.

The paramagnon Boltzmann equation takes the form
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dp d
dim(€) = I“[f,n] + " [n] = f (271;)3 (2:)3 &=, (1 = f) + [1 + (11 = f,)f } Sle + €, ~ €)Sp — g + k)
+)\fdedede dp_dpo dps ) s(epo)plenp)ien@n (D[l +n (e)][1+n, (€)]
14€ 3(277)3(277_)3(277)313 1:P1)P\€,P2) P\ €3,P3 k p,\€1 p, (€2 (€
+[1+n(e][1+ npl(61)]np2(€2)np3(63)}6(k +p1—P2-p3)ie+ € -6 €&). (22)

The easiest way to see the origins of the various terms in this
equation is to momentarily treat the paramagnons as if they
had a definite relationship between energy and momentum.
In this case, the paramagnon spectral function becomes a
delta function and the scattering integrals reduce to the same
form as those for electron-phonon scattering. As for the elec-
tron Boltzmann equation, we will carry out as much of our
analysis as possible using the formal expressions I}“[f,n]
and Ij""[n] for the paramagnon-electron and paramagnon-
paramagnon scattering integrals.

B. Solving the Boltzmann equations

Our analysis of the Boltzmann equations [Egs. (18) and
(22)] derived above proceeds as follows: We begin by divid-
ing the electron distribution function into two parts—a
spherically symmetric part and a nonsymmetric part. The
paramagnon Boltzmann equation is divided similarly. After
this division, the resulting Boltzmann equations have simple
interpretations. The equation for the symmetric part of the
distribution function describes the balance between the trans-
verse heat flow and the flow of energy out of the paramagnon
subsystem into the symmetric part of the electron distribu-
tion. The equation for the remaining part describes a balance
between the flow of energy from the electron subsystem into
the paramagnon subsystem and the Joule heating rate. In
order to obtain useful results from these equations, we will
go to a limit where the paramagnon distribution is assumed
to be thermalized at some temperature T,.(E). The final step
in our analysis will be to show that corrections to the thermal
distribution of paramagnons do not change the way in which
the current response scales with field.

1. Expanding the Boltzmann equation

The electron distribution function is divided into its sym-
metric part f° (assumed to be a Fermi distribution at a low
base temperature that varies slowly across the sample) and
the remainder &f. With this notation and after expanding to
linear order in Jf, the Boltzmann equations may be written in
the form

v, VA =[O, (23)

em

al
E-g,(fy+ 6f) =[1"(f.m) 1 + g;—afk, (24)
k

me
0=1<f,n] + il;’fﬁfq + 1 [n]. (25)
q
We have adopted an Einstein convention where terms like
(81,1 ) Ofy are implicitly integrated over k. The super-
scripts S and A refer to symmetric and nonsymmetric parts of
the scattering integrals in g. We have allowed for a trans-
verse gradient in f° which supports a transverse heat flow.
One might question how, given the fact that we are inter-
ested in the nonlinear response, we can use a linear analysis
in Of. In a linear response, relaxation-time approximation,
the Fermi surface is effectively shifted a distance 7,eE/# in
momentum space. Provided this is much less than the Fermi
wave vector (7,¢E/f <kp) a linear-response analysis may be
applied. In the present case, it turns out that the transport
relaxation time, 7, self-consistently becomes a power of E
so that the resultant current is nonlinear in E.

2. Heat flows

The physical content of Egs. (23)—(25) is most readily
appreciated by considering the energy transfers that they rep-
resent. In the case of Egs. (23) and (24) we multiply by the
electron energy €, and integrate over ¢. In the case of Eq.
(25), we multiply by the paramagnon energy € and the spec-
tral density p(k,e) and integrate over k and e. After doing

this, Egs. (23)—(25) reduce to

0= J (261_:)36‘1{1"1 Vfa =[G (.mPY, (26)

d aem
0=f(2;1_)3 Eq{E- (9‘1(}‘2 + 5fq)_ [|Zm(f()’n)]A _ EJ’;;[fo,n](ka} ’

(27)

dk (Slmi mm|
0= J wdﬁp(e,k)e{lﬁi[fo,ﬂ] + ?;:[fo’”]&fq + Ik,f[”]] :
(28)

Equation (26) may be interpreted as a balance between the
transverse heat flow—described by the first term on the
right-hand side—and the energy flowing into the symmetri-
cal part of the electron distribution—described by the second
term on the right-hand side. The flow of heat into the heat
sink has been treated as a boundary condition in writing
down this equation. Solving this equation leads to the ex-
plicit limit on the sample width discussed in Sec. I and
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worked out in detail in Ref. 19. We will not concentrate upon
it further here.

Equation (27) can be interpreted as a balance between
Joule heating—described by the first term on the right-hand
side—and the rate at which energy flows from the nonsym-
metrical part of the electron distribution into the paramagnon
subsystem—described by the second and third terms. To see
this requires a little manipulation. The first term may be writ-
ten explicitly as Joule heating after integrating by parts with
respect to ¢.

Equation (28) corresponds to a balance between the rate
at which energy flows into the paramagnon subsystem from
the symmetrical and nonsymmetrical parts of the electron
distribution—described by the first and second terms, respec-
tively. The net flow of energy into the paramagnon sub-
system from the electron subsystem is zero in a steady state
if we neglect heat flow directly from the paramagnon sub-
system to the heat sink. The latter process is ignored since it
is much slower than paramagnon-electron scattering. The
third term is identically zero, since paramagnon-paramagnon
scattering conserves energy. This fact is extremely useful. By
considering this integrated equation, one can avoid having to
deal explicitly with the paramagnon-paramagnon scattering
integral.

We can transform this final equation into a more useful
form by using the fact that electron-paramagnon scattering is
energy conserving. This implies that

d
(211)3 qlflm nl= f( )zdeep(ek)l'"‘[fo,n],

me

d I b ol
T e, /0 n)of = f(z Pdeepek)—hw0 n)of,.

(2m) 7 oy

i.e., the energy entering the electron subsystem from the
paramagnon subsystem is equal to the energy entering the
paramagnon subsystem from the electron subsystem. Using
these results reduces Eq. (28) to the form

f 2 q[le’"[fo n]+ —q—[}‘0 n]5fk} (29)

To make further progress, we must solve the Boltzmann
equations explicitly. We will do this to leading order through
an approximation that the paramagnon distribution is ther-
mal. We will then argue that corrections to this do not alter
the scaling.

3. Thermal paramagnon approximation

Our leading approximation is to assume a thermal distri-
bution of paramagnons, n(€)=n"(e)=(e¥eii—1)~!, where the
effective temperature is to be determined shortly. In this
case, the linearized Boltzmann equations [Egs. (23)—(25)]
reduce to

v VIO =10f0n0, (30)
ﬂem

I(fa+ ) = —[f°.n°15fr, (31)
ofy
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me

6' €
5]’3 [1°,n°15f,. (32)

q

0= |Zfee[]‘0,n0] +

We have used the fact that the paramagnon-paramagnon scat-
tering is identically zero for a thermal distribution of para-
magnons. The second equation may be formally solved for
of to obtain

Slem -1 -1 Slem -1
6fq=[l—< 5f) E-aq} <5f) E-4,/°, (33)

where we have suppressed momentum labels and integrals
over momentum for brevity. Expressions such as (81¢"/ 5f)~!
are to be understood as matrix inverses with appropriate in-
tegrations over momentum in their products. In order to de-
termine the effective temperature, we substitute this solution
for &f into the energy-integrated form of Eq. (28) and (31)
given by Eq. (29) and expand to leading order in E. The
result of this substitution is

d . Slem -1
o=f(zz)3eq{|;' +E.aq[< 5f) E.aqéf”. (34)

Integrating the second term by parts reduces it to the form

1 aem -1
f(z - q[lem—gE%q-(Tf) &qéf]. (35)

The second term is now explicitly the leading-order contri-
bution to the Joule heating rate. This is balanced against the
first term which describes the decay of energy from a thermal
distribution of paramagnons at temperature T.(E). Since
both the electron and paramagnon distributions involved in
the expressions are thermal distributions—at 7=0 and T
=T.(E), respectively—we may evaluate Eq. (35) using the
results of Sec. ITI. Writing Eq. (35) in terms of the scattering
matrices of Sec. III, it can be reduced to

d
J (2_:)3611711[1 - M],lpfp(To)[l _fp(To)]

d
_ f #equ[l —M],,5,. (36)

Substituting for &f to leading order in E from Eq. (31) into
Eq. (36), we obtain

di
f (2;3 & 3y {[1 =M1, %, 'E - 0,1 (Ty)}
-

_J

Joule heating

dgq
B f Qm)? €Yyl 1 = Mg/, (To)[1 = £,(To)].
= )
—
Energy decay from T to T (37)

This equation may be written in the form d&/dt«E*r, as
before in Eq. (3). Since the paramagnon distribution is ther-
mal at temperature 7., using the temperature scaling of the
various relaxation rates given in Eq. (17), we find
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chf o EZ/ (d+27-2)

in the high field/temperature limit and d dimensions, imply-
ing a nonlinear current

j o E(Z—l)/(d+22—2)
as suggested in Sec. L.

4. Corrections to thermal paramagnon approximation

Corrections to a thermal distribution of paramagnons may
be rather large, since in the absence of the electric field the
paramagnons are essentially in a zero-temperature distribu-
tion. We argue, nevertheless, that corrections to the thermal
distribution of paramagnons considered above do not change
the scaling of current response. The analysis is similar to the
calculation of phonon drag in thermal equilibrium (which
similarly does not change the scaling with temperature).

We expand the paramagnon distribution to linear order
about the effective thermal distribution; n=n+ &n. Substitut-
ing into the Boltzmann equations [Egs. (23)—(25)], we obtain

Sl
0y =100+ 20 s )
§nk’5

(Slem aem
E- aq(fq) + 5fq) = _q_[fovno]gfk + _‘l_[f()’no]énflie’
i Ony

(39)
=1 °]+5'm[f° n°1¢f, (40)
5fq 7
Moo oras | e
+ 5[0 n01onS .+ —=[n"]6n, ;. 41
5nq’§[f0n] o M[n] iy ¢ (41)

In Egs. (38) and (39), én has been divided into symmetric
and nonsymmetric parts on® and on”'. These contribute to the
equations for the symmetric and nonsymmetric parts of the
electron distribution, respectively. Equation (41) can be
solved formally for én with the result

me mm \ —1
Sn = ( a a ) |me
n=-— +

on on

. ~ _J

on’ (42)
Slme P -1 Slme
- +— of.
on on of

U ~ J

sn (43)

We have identified the spherically symmetric and nonsym-
metric parts of dn. Substituting this back into Egs. (38) and
(39) one obtains

5I€m Slme Smm -1
o V=1 n"] - —L( 5 +—5n) 1™, (44)
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em

E-o,(fy+ of,) = 5 ,n°] Ofy
5I€m Slme Slimm -1 Slme
- —"—( + —) Sf.
Oy \ on on of
N J
{sleme
o (45)

In the second of these equations, we have adopted the nota-
tion of Lifshitz and Pitaevskii?® identifying this as a term
describing a paramagnon-mediated electron-electron interac-
tion. The argument that paramagnon drag does not affect
scaling is completed by showing that 81°"¢/ §f scales with at
least as high a power of T as 81"/ &f. This requires us to go
beyond the generic form of the scattering integrals to use
their explicit expressions for paramagnon-electron scattering
given in the Boltzmann equations [Egs. (18) and (22)]. Ig-
noring the paramagnon-paramagnon scattering (it is higher
order in 7—and hence E—than the paramagnon-electron
scattering) we may write

Sleme azm<6lme amm)—l Slme
= + .
on on of

S Ompe
Taking the explicit form of the scattering integrals, the vari-
ous functional derivatives may be written as

(46)

em
A"

5]1,(,6 - |g|2p(k, 6)[(fq _fk—q) 5(6— € + €k—q)

+ (fq _fk+q)5(€_

6q+k + Gq)] s

me

Al
—ke oS- k) S(v— e)f 2 )3(f,,+k 1) o€+ € - €.,

5}’!1’1,

me

o

=g’ l= (g + froa) Ole+ & — €1,

+(L+ng = fia)de+ e —€)].

Substituting these equations back into Eq. (46) shows that
the corrections due to paramagnon drag lead to contributions
to the electron-scattering integral that are at least of the same
order in temperature as the direct contribution.

IV. CONCLUSIONS AND PROSPECTS

We have considered nonlinear transport near to an
itinerant-electron quantum critical point. Since the dynamics
near to a quantum critical point are universal and since
steady-state out-of-equilibrium distributions are determined
by dynamics, we have argued that the universality present
near to an equilibrium quantum critical point may be re-
flected in the out-of-equilibrium behavior.

There are two ways in which a quantum critical itinerant-
electron system may be driven out of equilibrium by an elec-
tric field. At the highest fields, the rate of Joule heating over-
whelms the rate at which heat may be transported out of the
system by thermal conduction and the system heats up until
the two balance. This mechanism leads to nonlinear response
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Non-linear Response region

Current enters and exits along edge of wings

FIG. 1. Schematic diagram of proposed experimental system: (i)
Current enters and leaves the bow tie shaped sample along the
edges of the wings, reducing contact heating. (ii) Enhanced field
and current density in the constriction leads to nonlinear response in
this regime. (iii) The extended wings act as a low-temperature heat
sink.

in truly bulk samples. We have considered nonlinear re-
sponse in a restricted geometry where we anticipate that con-
ductivity becomes nonlinear at a lower field governed by the
rate at which energy can scatter between the electron and
paramagnon subsystems. The resulting conductivity is ex-
pected to be independent of sample size and geometry (pro-
vided that certain constraints are satisfied). At the lowest
fields, the response will return to the linear thermal-
equilibrium response.

The existence of the intermediate range of nonlinearity
requires restrictions upon the sample width so that thermal
conduction can be maintained at a sufficient rate to transport
away heat generated by Joule heating. The sample width
must nevertheless be sufficient that the paramagnons demon-
strate their bulk behavior—i.e., it must be larger than the
paramagnon correlation length. Because of the rather differ-
ent scaling of transport and thermal relaxation lengths with
temperature (and hence field), there is a large window of
fields within which the type of nonlinearity that we investi-
gate should exist.

What are the prospects for seeing these effects experimen-
tally? We have described a particular experimental geometry
in which the heat current is transverse to the electrical cur-
rent. This enabled the algebra to be readily negotiated. In
order to see these effects experimentally, we suggest a
slightly different geometry.”! One possibility is the follow-
ing: take a bow tie shaped sample with current injected and
removed along opposite wings of the bow tie. A current sent
through this sample should demonstrate a nonlinear steady
state of the type that we have described. The constriction at
the center of the bow tie will have enhanced field and current
densities and will operate in a nonlinear regime. The injec-
tion of current along the extended edge of the bow tie will
reduce contact heating; performing the experiment in a
pulsed manner will further mitigate these effects. The large
heat capacity of the wings of the bow tie compared to the
constriction will allow a relatively long pulse time before
heat effects become significant; the wings will effectively act
as a low-temperature heat sink. A sketch of this arrangement
is shown in Fig. 1.

It remains to estimate what field strengths and sample
sizes are necessary in order to observe the nonlinear effects
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that we anticipate. Referring to the analysis at the beginning
of the paper, the minimum electric field and maximum
sample width are given by

T

eltr

E= ’ W= \/ltrlth -~ ltr(T/eF) l/z’

where the dynamical exponent z=3 near to a ferromagnetic
critical point. These are strongly temperature dependent, I,
« T3 leading to EoxT®3 and WoT™*3 in a three-
dimensional quantum critical ferromagnet. For a typical
quantum-critical itinerant ferromagnet (e.g., Sr3Ru,0-,
which has n=2X10* m™3, 0=10° Q'm™ at 1 K) we
estimate®” that [,~8 um and hence E~10 Vm™' and W
~400 nm at 1 K. While these field gradients are achievable,
the sample width is too small. Lowering the temperature to
100 mK we estimate [,~400 um, E~2X1072 V. m™!, and
W=9 um. This is achievable by standard sample prepara-
tion techniques of polishing and etching.?!

Ultimately, then, the ability to see nonlinear effects in a
given quantum critical system is determined by length scale
rather than field strength. One must be able to approach close
enough to the quantum critical point that the relevant length
scales—which would in principle diverge at the quantum
critical point—have reached a manageable size. These length
scales depend strongly upon temperature and dramatic im-
provements in potential observability of nonlinear effects
may be achieved by lowering the temperature. In many in-
stances, however, new phases are found to appear as the
temperature is lowered toward the quantum critical point.
Often, this will be the limiting factor: the observability or
otherwise of nonlinear effects being determined by whether
the length scales have increased sufficiently before the new
phase intervenes.

In conclusion, the universal power-law scaling of conduc-
tivity near to an itinerant magnetic quantum critical point is
reflected in a universal power-law scaling with electric field
in the nonlinear conductivity regime. This provides a new
way to investigate the consistency between theoretically pre-
dicted power laws and those seen experimentally.
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APPENDIX

In this appendix, we outline the evaluation of the scatter-
ing rates given in Eq. (16). The details of the calculation are
somewhat similar to that of the same relaxation rate due to
phonon scattering. Because of this similarity, our analysis
follows quite closely —and makes explicit reference to—the
calculation of electron-phonon relaxation rates presented in
Chapter 8 of the textbook of Mahan.?* We shall carry out the
calculations in d dimensions, where d=2 or 3 in the physical
system.
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Our first task is to make a few manipulations of the en-
ergy relaxation rate to put it in a simplified form. The first
step involves using the detailed balance relation expressed in
the form

f0=f)  n'(Ae)
- yqpnT(Aeq) +1°

Toa ™ i1 — )

where n’(Ae€, ,) is the Bose distribution at temperature 7" and
Ag,=¢€,~¢,. The next step is to integrate over |g| assuming
that the lg| dependence of terms other than the Fermi-
distribution functions is small and also that the density of
electronic states is constant at the Fermi surface. In so doing,
we encounter two integrals,

Ij(w) = f def(e)[1 - fle— w)]= wn(w),

Iz(w)=fd6f(6— o)[1 - f(e)]= w[n’(w) + 1].

After these manipulations, the energy relaxation may be ex-
pressed as

d_g_lf dpd’q  ypAe,
dr (277)2“’1” T(Ae,) +

[O(A ) —n'(Ae)l,

where py is the electronic density of states at the Fermi sur-
face and the remaining integral over ¢ is just angular; func-
tions of g are to be interpreted as having |g| equal to the
Fermi wave vector. The superscripts 0 and 7 on the Bose-
distribution function indicate that they are at the base tem-
perature or the elevated temperature, 7, respectively. Notice
that this is automatically zero when 7°=T.

In the limit 7°—0, we may neglect n°(A€,). Also, in the
limit where A€, <T, we may write the energy relaxation in
the same form as the other relaxation rates using

n’(Ae )/(nT(A D+ =(1 fT)/(l fT) As all the terms in
our scattering rates are now at the elevated temperature 7, we
will from now on omit this superscript for clarity.

So far, we have reduced our scattering rates to the forms

1 dp 1-f
— == Yoo
T, 1 2md P ~fq
1 dp 1-f,|. apv
==%= Yoy |17 |
7'2 1 (2m) 1-f, Y
1-f,

¢ 1 dp d'
- (A1)

dr Q2m) (2w)dp s =t

In the present case, we are interested in scattering from criti-
cal paramagnons. 7, then takes the form given by Eq. (8). In
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order to calculate the various relaxation rates explicitly, it is
useful to introduce a generalization of the McMillan func-
tion. In the discussion of electron-phonon scattering, this
takes the form??

ZF(E w) = _f |gq|2§(w wq)ﬁ(E €k+q)

Qm)*
(A2)

where w, is the frequency of a phonon with momentum ¢
and ¢, is the energy of an electron with momentum p. The
generalization of this to scattering from overdamped modes

is given by

b 1o Pp(q.0)SE - .p). (A3)

p _ if
o F(E,w) = 27) m)?

where p(q, w)=ImD"(q, ) is the paramagnon spectral func-
tion. The analogous McMillan function for transport is given
by

|2q

2 p(g, ®)S(E - Ek+q)

’ _h f d%
& F(E,0)=— by (2m)?
(A4)

The additional angular factors weigh scattering at different
angles in the usual way. Equations (A3) and (A4) are the
generalizations of Egs. (8.145) and (8.146) of Ref. 23.
With this identification, expressions for the various scat-
tering integrals may be obtained in the limit A€, <7 as fol-
lows [see, for example, Sec. 8.3.1 of Ref. 23—we use (I

—fp) ! (1=f)=n(Ae)]:

1 2 (7
— =2_77 don() o’ F(&, w)
Tk hJo

o ddq )
=2 do |gq| n(w)p(qyw)5(6k+q_ &), (AS)
0

2m)?

1

; = 27 ) dwn(w)ale(ek,w)
o dig q-k
- 2J‘ (2 )d|gq|2”(w)79(q’w) 5(€k+q - Ek)’
(A6)
d€ *
o 47hpp dwn(w)wzazF(ek,w)

~2#p T | () p(g,) Betng — &)
F (2 )d 8q pq,w k+q — €k) -

(A7)

These integrals may be simplified by first linearizing the
electron energy near to the Fermi surface - €lrg— & Uk q
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angle between k and ¢. Assuming that the matrix element
does not have a significant angular dependence—an assump-
tion that is only true for ferromagnets; antiferromagnets have
hot lines of scattering on the Fermi surface where electron
states are related by the ordering wave vector that lead to
complications in this latter case>*—the angular integrals over
q may then be carried out. One then obtains

1 2g>

o Tivp
f don(w) f dlgllgl*2p(q. ).

% (2mvel,

1 2> 1 J‘” JT/UF
w= o 2| d d do(q.0).
7 QmPvp2ki ), wn(w) lqllq|p(q. w)

dE ; 2 g2

B Thvp
e pF(zﬂ_)vaj wn(w)w lqllg|“p(g. w)

(A8)

The momentum integral has acquired an explicit cutoff at
T/vy after linearizing the electron energy at the Fermi sur-
face. The remaining integrals may be calculated after explicit
substitution of the paramagnon spectral function.

We will evaluate these expressions in both high- and low-
temperature limits. Which of these limits one is in is deter-
mined by a comparison of 7(T) with the typical value of |g|*.
The former varies with temperature according to r(7)
~ T14*2=2)/z and the latter as T2. In the low-temperature limit
r>q* and in the high-temperature limit r<q?. In both cases,
we consider temperatures much less than the Fermi energy,
T<ep.

Carrying out the integrals in the low-temperature limit,
we find

1 2g>

o Thvp
f don(o) f dlallgl*2p(q. )
0

% 2mvel,

o * /T
~ [ dalat | doner -2

0 0 re+ (a)/lﬂq)2
Thvp o /T
— d d—Zl" J et —q_
[ dalar, | o

Tivp i G u
~ dlqllq|°T, | dun(urT)) 1
0

2
0 +u

Th o
[ g [
r(T)J, o l+u?
r
n(T)’

where we have used the fact that > ¢ at low temperatures.
The frequency integral is dominated by the region where w is
up to order r(T)I',. For g~T, at these frequencies w/T
~Tr(NT3<1 and the Bose distribution can be approxi-
mated by its low-frequency limit n(x)~T7/x. As a final
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consistency check, we need to make sure that the dominant
momentum ¢ is of the order of T as indeed it is.

A similar evaluation of the transport scattering rate yields
the result

1 Td+2

)

(A9)

The energy relaxation is given by

a¢ 2g°
” ﬁ3pp(2 on dww n(w) dlqllql" *plg. )
Tlog * /T
~ d\qllq d_zf dwo*n(w)5—%—
L ™) P+ (lT,)?
Thvp T/rFq M2
~rT|  dlgllg*12 f d
r| gy

Thvp T T
o[ aatapri] -7
r| " dalaory) -

q

Thp

7| dallgir,
0

Tihvp
7| dllg=
0

— Td+z—l

Carrying out the same integrations in the high-temperature
limit, we find

(A10)

1 2g>

o Thvp
f don(o) j dlgllgl2p(g.0)
0

% (2mvel,

o0 Thp w/r|q|z—2
~ dwn(w)f dqllg|"?———=——
fo 0 lalla q* + (o/T|g|")?

o0 T/UF ®
- j don(o) f dlgllgl=

1'*2q21 + wZ

J n(w)fT/UF | | |d+7_
F2 2w+ 1

(TR (Tw)?
~f don(w)w'® ””J du
0

0 u2Z+1

d+z—4

d+z-4

o] ee] u
d+z-3)/ d-3)/
~ Tl )ZJ don(vT)v' )Zf du—;

. T(d+z—3)/z

(A11)
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In carrying out these manipulations we have used the fact
that ( )l/z—>oo at high temperatures, which is consistent

since the dominant contribution to the frequency integral
comes from w~7. We have rescaled the momentum and
frequency integrals and then used the explicit substitution
Fq=F|q|Z‘2. A similar evaluation of the transport scattering
rate yields

~ T(d+z—1)/z, (A12)

L
7

i.e., it carries an extra factor of q2~T2/Z compared to the
scattering rate. Finally, the energy relaxation rate is given by
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dg 2g2 f‘ﬁ Tvp
=3 d 2f dlallgl*2p(.
ey § wn(w)w ) lqllg|*?p(q, »)

B Thvp ®
~ | donwe?| " dglat=

2.2z 2
0 0 I¢“+ow

o Thvg |q|d+z—4
fo wn(w)wfo i I'’¢%/w® + 1

* Twp) (/e d+e4
- J don(w) @2 J (R o ant
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use the fact that within the relaxation-time approximation g(p)
=(95fp/my;,r .

19The heat sink is strictly necessary to permit the formation of a
steady state. It will not appear explicitly in our analysis, which
will be essentially linear response for the electrons. The actual
answer will turn out to be nonlinear in the electric field because
of the field dependence of the paramagnon-electron-scattering
rate. For an interesting discussion of the role of the heat sink in
conductivity measurements see A.-M. Tremblay, B. Patton, P. C.
Martin, and P. F. Maldague, Phys. Rev. A 19, 1721 (1979).

20E. M. Lifshitz and L. P. Pitaevskii, Physical Kinetics, Course of
Theoretical Physics Vol. 10 (Butterworth-Heinemann, Oxford,
1981), Sec. 82.
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2I'S. A. Grigera (private communication). port length is given by Eq. (17). The Fermi energy of Sr;Ru,0;
221n order to estimate the transport length at 1 K, we have used the is ep/kp=(h*12kgm)(3mn)?3=7X 103 K.
Drude formula o=ne’r/m and n=ki/(37%) to obtain [ 23G. D. Mahan, Many-Particle Physics (Kluwer, New York, 2000).
=(ho!/e?)(3m%/n?)"3. The temperature dependence of the trans- 24 A. Rosch, Phys. Rev. Lett. 82, 4280 (1999).
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